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One Debugger/ Programmer

Microchip’s PICkit 3 Debug Express (part number DV164131) incorporates in-circuit debugging technology to provide an extremely affordable hardware debugger and programmer for the entire range of Microchip’s Flash Microcontrollers (MCUs) – from the smallest 8-bit PIC10 MCU, through all 16-bit dsPIC DSCs to the largest 32-bit PIC32 MCU.

PICkit 3 runs under the popular MPLAB IDE, the free graphical integrated development environment software, complete with programmer’s editor, software simulator and project manager. MPLAB IDE’s GUI promotes advanced debugging with a host of auxiliary features, such as a segmented LCD Designer, a graphics display designer and a data monitor and control interface. Easily connected to the PC with a USB interface, PICkit 3 is bundled with a demo board for fast learning and initial design prototyping. The two-wire interface easily connects to the final designs for application tuning and quick in-circuit programming.

With rich features, free compilers fully integrated with MPLAB IDE and a suite of tutorials, Microchip PICkit 3 Debug Express delivers substantial value at a remarkably low price.

One Low Price ... $69.99
The lawyers are coming!

BY MICHAEL BARR

The quality of a lot of embedded software is abysmal. And lawyers are on to it. If you don’t want your source code to show up in court, you better get your act together.
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Programming quotations

BY JACK G. GANSSLE

Jack Ganssle presents some of the best programming-related quips for your enjoyment and instruction.
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CPU vendor buys OS vendor, Part II

BY RICHARD NASS

Cavium’s acquisition of MontaVista is very similar to a deal that went down not too long ago.
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I know I’m a little late to the party on this one, but I need to put my two cents in here. When Intel made the acquisition of Wind River, I was all over it, so it’s only fair that I make a comment on what looks to be a similar situation, Cavium’s acquisition of MontaVista.

It’s a similar situation because it’s a microprocessor vendor swallowing up an operating system vendor. The only difference is that it’s on a smaller scale (a significantly smaller scale). Intel reportedly paid somewhere in the neighborhood of $800 million for Wind, while Cavium paid (only) $50 million. The former was the largest processor company purchasing the largest embedded software vendor. That’s not the case with Cavium-MontaVista, but the similarities are still there.

This acquisition could be good for existing MontaVista customers, as it gives them a great growth path to a very high-end microprocessor. However, it’s doesn’t bode well for the microprocessor vendors (except for Cavium, of course). MontaVista claims that it will continue to support all the microprocessor vendors that it currently works with, and it’s a pretty long list.

Hmm. That sounds familiar. The Wind folks made that same claim. The jury is still out on Wind, but they’re sticking to their story of supporting all the necessary microprocessors. Similarly, we’ll have to wait and see if MontaVista holds true to their word.

Cavium and MontaVista were close partners before the acquisition, and both claim they’ll work with the other’s competitors. So, I ask the same question I asked a few months ago: why make this acquisition? And I come to the same conclusion—over time, MontaVista will end the support for Cavium’s competitors. It’s a natural progression, as those competitors begin to lose trust in MontaVista.

Think about it. If you’re processor vendor X, why would you let MontaVista in on your secrets, which is required to continue support, when there’s the possibility (a strong possibility?) that those secrets will find their way back to Cavium, your competition? MontaVista will claim that that won’t happen, but I’m not sure if I’d be willing to take that bet if I’m vendor X and there are alternatives to MontaVista.

So, who’s next? It’s too late to buy Embedded Alley, as they were acquired by Mentor Graphics earlier in the year (a very smart move, in my opinion). That one was a little different, as it was an OS vendor buying another OS vendor. But there are still plenty of operating system companies available. And there are lots of processor companies who may feel the need to join the club.
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CAN it be possible

While it is nice to see an article on CAN, I’m not sure whether it really lives up to its title. (Hassane El-Khoury, “CAN in 30 minutes or less,” November 2009, p. 20, www.embedded.com/220900314) Some CAN history, bit-timing and tool screenshots, but not a single example of where such tools are found or how to setup CAN from scratch with them.

Nonetheless, the author is absolutely right when it comes to setting up CAN for the first time: while the protocol is robust, flexible, and with the Full/Enhanced controllers takes hardly any effort for your MCU, the initial design can be very tricky. There are some free implementations available (Pelican, VSCP, CAN-Open, DeviceNet), but when you want to do something simple (where these protocols simply don’t fit), where a bus network like CAN seems appropriate instead of Peer to peer RS232 or maybe bus RS 485/422, the very advantage CAN has in the form of message-based communications, becomes a burden while designing your app around it. Especially, as the author also points out, when it comes to combining the various incarnations of CAN (Basic, Full, enhanced).

—Dirk Buijsman
Lead Software Engineer

The article was good, but a small error—mentioned as “System Packet Interface” is a network protocol. I guess the author intends to print “Serial Peripheral Interface.”

—Raj Miriyala
Firmware Engineer

Thank you very much for this nice article. I would like to bring up a little point that J1939 implementers will appreciate. According to SAE spec, J1939 has to run at 250 kbit/sec. This makes J1939 bit timing to 4 microseconds. Since 1 bit is 8 to 25 time quanta, make sure your oscillator can run at a perfect frequency so that your CAN device can meet the SAE spec.

—Umut Tezduyar
Software Engineer

When it comes to setting up CAN for the first time: while the protocol is robust, flexible, and with the Full/Enhanced controllers takes hardly any effort for your MCU, the initial design can be very tricky.

Doctors and debugging

I was quite interested in Jack Ganssle’s use of the medical diagnosis analogy (Jack Ganssle, “Developing a good bedside manner,” October 2009, p. 38, www.embedded.com/220100899). I wrote the book Debugging, published in 2002 and still selling well because it extracts the essence of debugging, which as you point out, is not restricted to hardware and software. I use examples from medicine, car repair, and plumbing, to name a few.

I came up with nine rules (shown on the website debuggrules.com in a free poster). I challenge anyone to prove that I’ve included a rule you can ignore or that I’ve omitted a rule. Your six steps (and other important things) are covered by my nine rules, except for hypothesis—fix—test sequence, with which I respectfully disagree. My rule #3: “Quit thinking and look” means use your hypothesis to decide where to look next, not what fix to try. Trying a fix before you have seen the cause of the bug is sometimes effective, but often leads to a long loop of misdirected fixes. (There are examples in the book.) The other rules are equally important, in fact, here they are:

• Understand the system
• Make it fail
• Quit thinking and look
• Divide and conquer
• Change one thing at a time
• Keep an audit trail
• Check the plug
• Get a fresh view
• If you didn’t fix it, it ain’t fixed

—Dave Agans
Engineer
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Jack Ganssle responds: Also do check out Steve Litt’s site, troubleshooters.com.

In Jack’s column “Developing a good bedside manner,” he writes: “In other cases, just as in medicine, one bug may present a variety of odd effects. Or a single symptom could stem from a combination of bugs all interacting in excruciating-complex, and hard to diagnose, manners. I wonder if physicians observe the infrequent symptoms we see, that appear in a system once, go away for weeks, and then randomly resurface?”

I liked being the Hero that caught the elusive bug as much as anyone. But do we really have to let the bugs “go away for weeks”? How much time and money are spent chasing these bugs? How much does it cost when we fail to catch them? Are we not smart people, with systems of our own design and under our own control?

These bugs can be easily captured, if we make proper use of our software to help us. The vast majority of embedded systems can be “instrument” (in software by the developer) to record and then replay the software execution. The data rate of a proper implementation is surprisingly low (~2KB per MHz of CPU clock). A rate that is lower than typical instrumentation approaches that pump out information that we think will help us find these bugs.

The record process saves the minimum data that is needed to capture the exact execution process of the software. Therefore the real-time execution is not being changed by the analysis and debug processes.

The replay process recreates the recorded execution with the bugs. Complete analysis and debugging takes place in the replay process without changing the recreated execution of the software.

So what’s the big disadvantage? It requires a change in the typical embedded mindset!

—Robert Coker
Former Embedded Systems Engineer

ARM wrestling

Rich Nass says “it’s likely that there will be no clear cut winner” (Richard Nass, “15 billion sockets up for grabs,” November 2009, p.5, www.embedded.com/220900316). It’s clear to me . . . ARM WINS.

—Leandro Gentili
Software Engineer

DO-178B

To set the record straight on DO-178B: Aviation incidents caused by software systems are thankfully rare, even given the exponential growth of software density in aircraft systems—perhaps this is a consequence of prescriptive standards (guidelines) such as DO-178B, and their enforcement by certification authorities (e.g., FAA Designated Engineering Representatives). A major criticism here (Jack Ganssle, “Software for dependable systems,” November 2009, p. 37, www.embedded.com/220900315) of the book Software for Dependable Systems is it is not prescriptive enough!

DO-178B is far from perfect, but it has known strengths, such as its bias toward requirements and their satisfaction. The guideline contains more than 60 objectives. Many people concentrate on a select number of code-based objectives (e.g. MC/DC coverage), but this is a gross misinterpretation and misrepresentation of DO-178B.

DO-178B is limited in scope, and it fails to address the holistic system aspects of safety. Still, this article falls into a similar trap, with too much emphasis latterly on coding languages (such as Ada and SPARK). Note: systems containing perfectly functioning code have contributed to fatal accidents (such as Cali, Colombia).

In terms of safety, gazing at the code is analogous to organizing the deckchairs on the Titanic as you steam toward the Requirements Iceberg—at least it keeps you occupied.

In terms of safety, gazing at the code is analogous to organizing the deckchairs on the Titanic as you steam toward the Requirements Iceberg—at least it keeps you occupied.

(ARM == less performance) ?? I do not think so. The ARM architecture appears to be dominating the small device space by a pretty decent margin too!

—Ken Wada
Sr. Embedded Systems Consultant

We welcome your feedback. Letters to the editor may be edited. Send your comments to Richard Nass at rnass@techinsights.com or fill out one of our feedback forms online, under the article you wish to discuss.
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The lawyers are coming!

When I started writing firmware and for years afterward, few people outside of the electronics design community gave a thought to the countless embedded systems around them. At the time, I found it difficult to explain to most friends and relatives what exactly it was that I did for a living. Yet embedded software was all around them at home and at work—in their phones, anti-lock brakes, laser printers, and many other important products. But to these folks, “software” was something you bought in a box at a store and installed on the one “computer” you owned.

Today, of course, there are countless embedded systems per person, and our health and wellbeing are both greatly enriched by and increasingly dependent upon proper functioning of the firmware inside. Consumers now notice them and think of them as software containers—if only because they require frequent reboots and upgrades. And there is no let up in sight: several billion more such devices are produced each year.¹

Lawsuits are on the rise, too. In recent years, I’ve been called into U.S. District Court (as an expert witness) in several dozen lawsuits involving embedded software. I’ve met others with similar experiences and become aware of many other cases. Popular claims range from copyright theft and patent and trade secret infringement to traditional products liability with a firmware twist. Unfortunately, the quality and reliability of our collective firmware leaves the door open to an ever-increasing number of the latter.

**THIS CODE STINKS!**

At a recent Embedded Systems Conference, I gave a popular free talk titled “This Code Stinks! The Worst Embedded Code Ever” in which I used lousy code from real products as a teaching tool. The example code was gathered by a number of engineers from a broad swath of companies over several years.²

Listing 1 shows just one example of the bad code in that presentation. I don’t know if the snippet contains any bugs, as most of the other examples were found to. And that’s a problem. Where are we supposed to begin an analysis of the code in Listing 1? What is this code supposed to do when it works? What range of input values is appropriate to test? What are the correct output values for a given input? Is this code responsible for handling out-of-range inputs gracefully?

The original listing had no comments on or around this line to help. I eventually learned that this code computes the year, with accounting for extra days in leap years, given the number of days since a known reference date (such as January 1, 1970). But I note that we still don’t know if it works in all cases, despite it being present in an FDA-regulated medical device. I note too that the Microsoft Zune Bug³ was buried in a much better formatted snippet of code that performed a very similar calculation.

Listing 2 contains another example, this time in C++, with the bug-finding left as an exercise for the reader. You can find the full set of slides from my talk online at [http://bit.ly/badcode](http://bit.ly/badcode).

**TOTAL RECALL**

Lest you think that the evidence from the presentation are

---

1. The quality of a lot of embedded software is abysmal. And lawyers are on to it. If you don’t want your source code to show up in court, you better get your act together.

2. Michael Barr is the author of three books and over 50 articles about embedded systems design, as well as a former editor in chief of this magazine. Michael is also a popular speaker at the Embedded Systems Conference and the founder of embedded systems consultancy Netrino. You may reach him at mbarr@netrino.com or read more by him at [www.embeddedgurus.net/barr-code](http://www.embeddedgurus.net/barr-code).

3. Lawsuits are on the rise, too. In recent years, I’ve been called into U.S. District Court (as an expert witness) in several dozen lawsuits involving embedded software. I’ve met others with similar experiences and become aware of many other cases. Popular claims range from copyright theft and patent and trade secret infringement to traditional products liability with a firmware twist. Unfortunately, the quality and reliability of our collective firmware leaves the door open to an ever-increasing number of the latter.

4. **THIS CODE STINKS!**

At a recent Embedded Systems Conference, I gave a popular free talk titled “This Code Stinks! The Worst Embedded Code Ever” in which I used lousy code from real products as a teaching tool. The example code was gathered by a number of engineers from a broad swath of companies over several years.

Listing 1 shows just one example of the bad code in that presentation. I don’t know if the snippet contains any bugs, as most of the other examples were found to. And that’s a problem. Where are we supposed to begin an analysis of the code in Listing 1? What is this code supposed to do when it works? What range of input values is appropriate to test? What are the correct output values for a given input? Is this code responsible for handling out-of-range inputs gracefully?

The original listing had no comments on or around this line to help. I eventually learned that this code computes the year, with accounting for extra days in leap years, given the number of days since a known reference date (such as January 1, 1970). But I note that we still don’t know if it works in all cases, despite it being present in an FDA-regulated medical device. I note too that the Microsoft Zune Bug was buried in a much better formatted snippet of code that performed a very similar calculation.

Listing 2 contains another example, this time in C++, with the bug-finding left as an exercise for the reader. You can find the full set of slides from my talk online at [http://bit.ly/badcode](http://bit.ly/badcode).

**TOTAL RECALL**

Lest you think that the evidence from the presentation are
exceptions to the norm found because I and other engineers were on the prowl for bad code, consider just a couple of examples stemming from the more obvious embedded software failures.

First, recall the Patriot Missile failure in Dhahran, Saudi Arabia during the first Gulf War. Twenty-eight U.S. soldiers were killed when a Scud missile was not shot down due to improper tracking by the Patriot Missile battery protecting a military base. A report from the U.S. Government Accountability Office examined the events leading to the failure and concluded the problem was partly in the requirements: the government didn’t tell the designer it would need to “operate continuously for long periods of time.” Huh!? “At the time of the incident, the battery had been operating continuously for over 100 hours.”

Now consider a more recent example. GPS-maker Garmin announced a “free, mandatory GPS software update to correct a software issue that has been discovered to cause select GPS devices to repeatedly attempt to update GPS firmware and then either shut down or no longer acquire GPS satellite signals.” This sounds to me like a bug in their bootstrap loader (a.k.a., bootloader). Many Garmin GPS units are named as affected, including members of the popular nüvi product family.

Or consider what a consumer had to say about his Celestron SkyScout Personal Planetarium recently in a forum at Amazon.com: “I’m downloading the second firmware update release since I’ve had my SkyScout . . . about 3 weeks. Each release is making the device more stable.”

Finally, consider these quotes from the recent recall of a device regulated by the U.S. Food and Drug Administration—an AED (automatic external defibrillator):

- “Units serviced in 2007 and upgraded with software version 02.06.00 have a remote possibility of shut down during use in cold environmental conditions. There are no known injuries or deaths associated with this issue. The units will be updated with the current version of software.”
- “All of the recalled units will be upgraded with software that corrects [another] unexpected shutdown problem. In the meantime . . . it is vital to follow the step 1-2-3 operating procedure which directs attachment of the pads after the device has been turned on. This procedure is described on the back of your device and also in the Quick Reference material inside the AED 10 case. Some pages in the user’s manual may erroneously describe or show illustrations of [a different] operating procedure . . . Please disregard these erroneous instructions.”

At least one death was reported at a time when the second type of unexpected software shutdown occurred. Are bugs in the embedded software to blame for that too? If not, how did the User’s Manual come to be out of sync with the firmware in a process-driven FDA-regulated environment?

Given the above, is it not appropriate to wonder if the unexplained loss of Air France 447 over the Atlantic Ocean earlier this year was firmware-related? An abrupt 650-ft. dive an Airbus A330 flight experienced in October 2006 may offer clues to the loss of Air France 447. Authorities have blamed a pair of simultaneous computer failures for that event in the fly-by-wire A330. First, one of three redundant air data inertial reference units began giving bad data. Then, a voting algorithm intended to handle precisely such a failure in one unit by relying only on the other two failed to work as designed; the flight computer instead made decisions only on the basis of the one failed unit! “More than 100 of the 300 people on board were hurt, with broken bones, neck and spinal injuries, and severe lacerations splattering blood throughout the cabin.” A lawsuit is pending.

TAKE A DEEP BREATH
Firmware bugs seem to be everywhere these days. So much so that firmware source-code analysis is even

---

**Listing 1** A single line of unintelligible mystery code.

```plaintext
y = (x + 305) / 146097 * 400 + (x + 305) % 146097 / 36524 * 100 + (x + 305) % 146097 % 36524 / 1461 * 4 + (x + 305) % 146097 % 36524 % 1461 / 365;
```

**Listing 2** Find the bug in this code snippet.

```plaintext
bool Probe::getParam(uint32_t param_id, int32_t idx)
{
    int32_t val = 0;
    int32_t ret = 0;
    ret = m_pParam->readParam(param_id, idx, &val);
    if (!ret)
    { 
        logMsg("attempt to read parameter failed\n");
        exit(1);
    } else …
```
When it comes to creating your next embedded system, an important decision awaits you. Memory. Your design needs speed, reliability, performance and capacity to store the code and data your design demands. No problem. Numonyx has the broadest portfolio of parallel and serial NOR, NAND and phase change memory. And we offer extended temperature support with AEC-Q100 certification on many of our products and expanded design versatility with voltage support up to 5V. All designed to deliver a right-fit solution to help you shorten design cycles, reduce development costs and accelerate the roll-out of your next big idea. Find out how Numonyx memory matters for your next design.
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<table>
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</tr>
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</table>
entering the courtroom in criminal cases involving data collection devices with software inside. Consider the precedent-setting case of the Alcotest 7110. After a two-year legal fight, seven defendants in New Jersey drunk driving cases successfully won the right to have their experts review the source code for the Alcotest firmware.9

The state and the defendants both ultimately produced expert reports evaluating the quality of the firmware source code. Although each side’s experts reached divergent opinions as to the overall code quality, several facts seem to have emerged as a result of the analysis:

• Of the available 12 bits of analog-to-digital converter precision, just 4 bits (most-significant) are used in the actual calculation. This sorts each raw blood-alcohol reading into one of 16 buckets. (I wonder how they biased the rounding on that.)

• Out of range A/D readings are forced to the high or low limit. This must happen with at least 32 consecutive readings before any flags are raised.

• There is no feedback mechanism for the software to ensure that actuated devices, such as an air pump and infrared sensor, are actually on or off when they are supposed to be.

• The software first averages the initial two readings. It then averages the third reading with that average. Then the fourth reading is averaged in, and so on. No comments or documentation explains the use of this formula, which causes the final reading to have a weight of 0.5 in the “average” and the one before that to have a weight of 0.25, and so forth.

• Out of range averages are forced to the high or low limit, too.

• Static analysis with lint produced over 19,000 warnings about the code (that’s about three errors for every five lines of source code).

What would you infer about the reliability of a defendant’s blood-alcohol reading if you were on that jury? If you’re so inclined, you can read the full expert reports for yourself.10

A BETTER WAY
Don’t let your firmware source code end up in court! Adopt a coding standard that will prevent bugs and start following it; don’t wait a day. Run lint and other static analysis and code complexity tools yourself, rather than waiting for an expert witness to do it for you. Make peer code reviews a regular part of every working day on your team. And establish a testing environment and regimen that allows for regression testing at the unit and system level. These best practices won’t ensure perfect quality, but they will show you tried your best.

I’ll have more to say about keeping bugs out of embedded software in my next few columns. Meanwhile, try not to think about all the firmware upon which your life depends. ■

ENDNOTES:
2. Minor details, including variable names and function names, were changed as needed to hide the specifics of applications, companies, or programmers.
4. Hint: This code was embedded in a piece of factory automation equipment.
5. GAO’s report can be found at www.fas.org/spp/starwars/gao/im92026.htm.
6. In fact, soldiers in Israel had previously discovered that the Patriot Missile software’s ability to track an incoming missile degraded in just eight hours, and they had a software upgrade to fix it.
8. www.time.com/time/world/article/0,8599,1902421,00.html
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I imagine a world without a global notion of time. Now try to find out
the flight direction of an airplane with the following information:
There’s an e-mail from Alice that she saw the plane about two hours
after sunrise and another e-mail from Bob that he saw the plane
about three hours after sunrise. So Alice and Bob tell us when they
saw the plane, at least from their point of view. If they are nice, they
might give us some additional information, namely their location at
the moment of the observation. But, unfortunately embedded sys-
tems are usually not that nice.

Now imagine a distributed system
built of networked embedded nodes.
When a problem arises with the dis-
tributed application, the designer in-
vokes a debugger to find out the faulty
system behavior. In detail, the designer
traces the execution of two nodes A
and B simultaneously. The situation is
similar to the plane-tracking scenario.
Obviously, a systemwide notion of
time would be helpful, which leads us
to an important aspect in distributed
debugging.

STATE-OF-THE-ART EMBEDDED
SYSTEMS DEBUGGING
To alleviate the difficulty of debugging
of modern microcontrollers and com-
plex system on chips (SoCs), support
for test and debugging is routinely
It’s More Than Just a Scope
The all-in-one solution for mixed signal debug.

Now you can have it all with the Mixed Signal Oscilloscope Series from Tektronix. With as many as 20 channels for analyzing analog and digital signals, you can simultaneously monitor many points of your design. And with automated decode for both parallel and serial buses, you can instantly see what all those bits mean. Use Wave Inspector® to speed through your entire waveform in seconds or to automatically search for an event you specify, even serial packet content. It’s the complete, all-in-one solution to debug today’s complex designs – fast. And with the addition of the NEW MSO3000 Series, the family just got better. See for yourself. View the virtual product demo.

Mixed Signal Oscilloscope Series

<table>
<thead>
<tr>
<th>Features</th>
<th>4000 Series</th>
<th>New! 3000 Series</th>
<th>2000 Series</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
<td>1 GHz, 500 MHz, 350 MHz</td>
<td>500 MHz, 300 MHz, 100 MHz</td>
<td>200 MHz, 100 MHz</td>
</tr>
<tr>
<td>Analog Channels</td>
<td>4</td>
<td>2 or 4</td>
<td>2 or 4</td>
</tr>
<tr>
<td>Digital Channels</td>
<td>16 (MSO Series)</td>
<td>16 (MSO Series)</td>
<td>16 (MSO Series)</td>
</tr>
<tr>
<td>Record Length</td>
<td>10 M points</td>
<td>5 M points</td>
<td>1 M points</td>
</tr>
<tr>
<td>Display</td>
<td>10.4&quot;</td>
<td>9&quot;</td>
<td>7&quot;</td>
</tr>
<tr>
<td>Optional Analysis Packages</td>
<td>Power Analysis, HDTV and Custom Video</td>
<td>Power Analysis, HDTV and Custom Video</td>
<td>—</td>
</tr>
</tbody>
</table>

See the family in action. View the virtual product demo: [www.tektronix.com/thesolution](http://www.tektronix.com/thesolution)
built into silicon. Today, many debugging approaches rely on offline debugging based on trace buffers added to the CPU to reduce intrusiveness by the debug system. Leading processor-core vendors offer on-chip trace solutions.

However, existing debugging and test tools are mainly focused toward single nodes with one or more CPUs on-board or on-chip (SoC) by using auxiliary debug interfaces like JTAG or a simple UART. The problem of these approaches is that they entirely neglect the distributed nature of many applications since to connect a monitoring computer directly to each node is impractical, especially if the nodes are already embedded in their place of installation (see Figure 1a).

Wouldn’t it be nice to precisely coordinate debug, test, trace, and replay activities across the entire distributed system without the use of any auxiliary interface or special cabling? Moreover, it would be helpful if only a single debugging master and monitoring computer is attached to the network, used to issue debugging, test, or monitoring actions. Such an approach that greatly simplifies debugging and testing of distributed systems is shown in Figure 1b.

A NEW SOLUTION FOR DISTRIBUTED DEBUGGING
In the following example, a distributed system is assumed that contains a plurality of nodes, where every node is a self-contained processing unit with peripherals or, in other words, an embedded system. The nodes are connected via a network (for example, Ethernet) and exchange data to jointly perform their application tasks. No restrictions shall apply to the underlying network technology, be it wireless or cable-bound, shared, or switched. Today, such setups are deployed in automotive applications, industrial, and building automation, as well as machine and plant control, to name a few.

As already mentioned, a global notion of time is a key element for distributed debugging. Therefore the proposed solution for distributed debugging implements a mechanism to synchronize the local clocks contained in the network nodes. The clock synchronization mechanism can be implemented either in software or in hardware. The latter option, however, provides a better accuracy. If, for example, the IEEE 1588 clock synchronization standard is applied to a 100 Mbit/s Ethernet network, the clock synchronization mechanism can be implemented in hardware right above the physical layer, which allows

Comparison between a traditional approach to debug distributed systems (a) and the proposed new solution (b).

![Figure 1](image-url)
synchronization of the local clocks with a precision of about 10 ns. This enables systemwide debugging of multiple nodes at the CPU instruction level, assuming CPU clock rates up to 100 MHz. If the network provides an implicit clock synchronization mechanism, such as time-triggered protocols like TTP or FlexRay, this clock can be used for debugging purposes.

Besides the clock synchronization mechanism, the second key element in the proposed approach for distributed debugging is the usage of the already existing network to transfer debugging data. During normal operation, the network does not exhibit any additional traffic. Even the clock synchronization, although typically not showing higher traffic than one short message per second (in case of IEEE 1588), can be turned off if not needed. The nodes jointly perform their application tasks (its normal operation) without the need of interaction. To enable debugging and testing, a debugging master or monitoring computer running a debugging program, has to be connected to the network. First, clock synchronization will be activated to enable the common notion of time. During a debugging session, the debugging master transfers messages containing debugging commands to one or multiple nodes. Each node responds to the received messages and performs the intended tasks.

In an integrated approach, dedicated hardware units are added to each node that facilitate test, replay, monitoring, fault injection, or debug actions in the target embedded system (see Figure 2). All these local actions are controlled by an offload-engine without having the node’s application CPUs to run a single line of additional debugging or test-related code.

Although the proposed solution is aimed for an implementation on hardware level, it’s also possible to implement it in software. This would allow a less expensive implementation as no special chip has to be designed but comes with some restrictions and drawbacks. The major drawback is the intrusiveness of the software approach since the debugging software task can significantly change the system behavior.

**BENEFITS OF THE SOLUTION**

An unprecedented coordination of the plurality of nodes in the distributed system is reached by deriving the triggers for trace, debugging, or any other activities from the synchronized clocks as well as to enable cross-triggering between the hardware support units of the nodes. This enables complex test or debug scenarios where the sequence of events can be made independent of network packet delays even if the nodes are distributed in space.

An informal collection of some possible scenarios that would greatly disburden the task of testing and debugging in a distributed system could mention:

- Start and stop of code execution
- Activation of breakpoints
- Trace and display of register contents
- Trace of internal bus activity
- Synchronous replay (such as previously recorded data from sensor interfaces)
- Single stepping
- Start and stop of online as well as offline tests or maintenance activities
- Injection of faults
- Precise performance analysis

These actions can be executed on a single node, multiple nodes, or all nodes of the distributed system in a coordinated manner.

**IMPLEMENTATION DETAILS**

In the proposed solution several units are to be added to an embedded network node, typically and most effectively on chip level, to keep the task of debugging in the background and to minimize or cancel the probe effect. This location is also best for the clock synchronization mechanism. A node constructed according to the presented new solution thus contains a clock unit, a test unit, a replay unit, a monitoring unit, a fault injection unit, a debug unit, and an offload-engine, which controls the aforementioned units. The units are connected to the offload-engine via a dedicated on-chip debug bus, which is separated by the system bus for the application CPUs. Furthermore, a network interface is connected to the application CPUs (see Figure 2).

The network interface has a built-in filter that detects incoming messages that contain debugging commands or clock synchronization information and directs those messages to the offload engine. Other messages are forwarded to the application CPUs, which are unaware of the filtering mechanism. Regarding transmission the network interface has the ability to insert packets containing information related to debug and test from the offload engine into the transmit buffers during idle times of the network.

The offload engine comprises the subsystem that is responsible for processing messages for clock synchronization and debugging. Its task is to read incoming debugging and clock synchronization packets and to transfer the information to the corresponding unit (clock, test, replay, monitoring, fault injection, or debug unit). The performance of the offload engine can be significantly lower than the performance of the application CPUs since the task of
forwarding messages to the units on the debug bus is relatively simple and the clock synchronization calculations are only repeated at a low frequency.

The test unit’s task is to perform self-test operations in the node and to offer a network-enabled test access port to the system, for example by implementing JTAG ports to connect to off-chip components. That way, a device contained on a node could be configured through the TAP-master in the test unit, which is, for example, helpful for maintenance purposes.

To reproduce complex debugging setups, it might be useful to replay certain data streams from peripheral units. The task of the replay unit is to record data from external units such as GPIOs (general purpose input/outputs), UARTs (universal asynchronous receiver/transmitters), and DACs (digital-to-analog converters) and to allow playback at later times.

The monitoring unit is connected to the system bus as a passive listener and tracer. It records all or a filtered subset of accesses to the main system bus to allow a detailed history of transactions to be transferred to the debugging master for off-line debugging.

Fault injection is a method to assess system capabilities like fault detection, fault isolation, or recovery. In software testing, fault injection is used to test rarely reached parts of code. If required, such functions can be supported and as a consequence coordinated across the entire distributed embedded system.

The debug unit is designed to connect to the debugging interfaces of the application CPUs. The unit’s functions are for instance to halt the processors of one chip, to single step through instructions, to add and remove breakpoints, and to allow access to processor internal registers. The use of a highly synchronized time base from the clock unit allows the debugging operator computer to perform a coordinated halt or single step of the complete distributed system or a remote reset after a nonrecoverable crash of the node.

The application CPUs contained in the nodes are the processing units that perform the actual application task. The (single or multiple) processors are connected to peripheral units like sensors and actuators as well as to the communication controller. Due to the nonintrusiveness of the debugging functionality, the application CPUs are unaware of any extra load caused by commands sent from or received by the debugging operator computer.

The software running on the operator computer is a crucial part, since the hardware support alone does not make much sense without any user interface to operate and control debugging and testing of the distributed system. Currently, the operator software is based on the well known tools GDB (GNU Project Debugger) and Eclipse to offer full state-of-the-art source-level debugging support for all nodes of a distributed system according to the solution we present in this article.

**APPLICATION SCENARIOS**

With respect to both CPU clock speed and data throughput, real-time video imaging applications where several high-speed, high-resolution cameras are operating in an ensemble, interconnected via 10 Gbit/s Ethernet, are among the most challenging systems to debug. A precisely coordinated ap-
proach to debug and test such systems is as innovative as promising.

In telecom applications, network interconnect is increasingly moving from circuit switched or time division to internet-protocol–based solutions often relying on Ethernet network technology. At the same time, requirements for precisely retaining systemwide 2.048-MHz or 4.096-MHz sampling rates have to be fulfilled. IEEE 1588 clock synchronization is therefore currently built into such systems in many places. Including IEEE 1588 would, at the same time, enable corresponding coordination of test and debugging support if taken into account.

Distributed systems are also rampant in industrial automation. Here, real time is often defined with respect to time constants of mechanical systems such as motors, which typically are in the range of several 1 µs. As Gigabit network bandwidth is also beginning to break into this area, CPU clock speeds and application complexity are very likely to be increased accordingly.

Automotive systems have just started to step to higher bandwidth—for example, FlexRay communication technology with 10 Mbit/s data rate. The predicted shift from federated toward integrated architectures will very likely further increase complexity in those systems, as multiprocessor break-by-wire chips are already being designed both due to reliability and performance reasons. A systematic approach to debugging and test, precisely coordinated amongst the collaborating embedded control units promises to greatly ease efforts during system bring-up as well as maintenance.

UNPRECEDENTED INSIGHT
Testing and debugging of a distributed system is known as a complex task. The presented solution enables the developer to gain control over all the nodes in a distributed system in a coordinated, reproducible, and, if required, a nonintrusive manner. The main difference to existing approaches is the fact that the proposed one takes the distributed character of the system into account. The combination of precisely synchronized clocks with hardware support for test, replay, fault-injection, monitoring, and debugging allows for unprecedented insights in the execution flow of distributed systems.

Roland Höller and Peter Rössler are responsible for R&D projects at the University of Applied Sciences Technikum Wien, Austria. They’ve worked many years in the area of ESL design, FPGA and digital ASIC design, PCB design as well as clock synchronization and control networks. The work described herein receives support by the City of Vienna, Department MA27 (grant numbers MA27-Project 04-11 and MA27-Project 05-05) and the Austrian Research Agency FFG (grant number 818647).
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My approach to testing a graphical user interface (GUI) has always been to find the most appropriate access point to manually inject test cases. This article will discuss the challenges of trying to make GUI tests repeatable, and we’ll look at a homegrown framework that allows test input to be managed, replacing manual test cases.

GUI testing—exposing visual bugs

BY NIAALL MURPHY

To test a GUI, we need a framework that gives us the ability to inject test cases easily and to observe the output. Ideally, in a test system, the output can be stored, and then a subsequent test run can be compared with a previous run to provide regression testing. By regression testing, we mean that we have proven that the new version under test has not broken anything that used to work for the previous version.

If we consider a non-GUI issue like message processing, you might introduce a test set of messages and then the application’s message store, or inbox, will contain those messages. If the inbox from one run is compared with the next, there are two possible outcomes. The inboxes may be identical—this means that the new functionality has not broken previous features. In some cases, you might have expected changes to result from new functionality in the system under test—in other words, the output should have changed but didn’t, telling us that the new features are not working.
The second possibility is that the outputs are different. If the inbox messages can be expressed in text format, some text difference tool can show those inconsistencies and the engineer can examine them to decide if the changes match the new functionality. For example if an urgency field has been added to the messages, a message identifier might change from:

```
Message index:17,
message title: test_185_title
```

to:

```
Message index:17,
message title: test_185_title,
urgency: normal.
```

If the only changes in the output are consistent with this, we have successfully added the urgency feature, and we have not broken anything else.

It would be great to apply the same principle to graphics, but the challenge is that the appearance of the display can not usually be expressed in a humanly readable text format. This means that it is tricky to examine differences. The output of a GUI test is the appearance of the screen, which is a large number of pixels, and each pixel has a color value. While a human being can view the screen and establish if the text is readable and the layout conforms to requirements, the job of checking if each pixel has the correct numerical value (or color) is a nontrivial task.

A screen-capture tool could record the screen and a comparison tool could simply point out if the screen-shot has changed, and then allow the tester to view the old and new image. In theory this is a good approach, but it can be very labor intensive. The reason is that the number of screenshots for a GUI can be very high. Usually it is desirable to capture the screen after every user event (such as button press), or external event (some alarm condition occurred). Unfortunately one global change can cause a change to all of those screenshots. For example, changing the default font, or background color, or making the margin at the left of the screen a little wider, will cause a change in every screenshot that has been gathered.

Commercial tools are available to help automate the process just described, and while I would not discourage their use, be aware that in this context, automated testing does not mean labor-free testing. The other restriction of these tools is that they need access to the GUI’s frame buffer, so a certain amount of integration between your system and the test tool is required. The amount of effort required to get the tool up and running will depend on your operating system and hardware platform.

At the other extreme, all tests could be manual, where the test document instructs the tester to press certain buttons in a certain order, and then observe the results. While this approach does not require any code to be written, it is extremely weak for a number of reasons. One is that it is very time consuming for the tester to read instructions before each button press. If the tester makes a mistake, he will most likely have to restart a sequence. At the end of a sequence, if the output is not correct the tester will be left wondering if the test failed because of a bug or because they might have pressed the wrong button without realizing it, so they may run the sequence again just to be sure.

An even bigger disadvantage is that you can not call specific functions using the method above. In some cases you may want the tester to press on a button, then simulate some external event that causes an alarm to appear on the display and then get the tester to release the on-screen button. These are the sort of scenarios that often expose bugs, but exact sequence or timing requirements may be impossible for a human to reproduce.
of scenarios that often expose bugs. But scenarios that have exact sequence or timing requirements may be impossible for a human to reproduce.

Similarly if the test requires that an on-screen event happens at an exact x,y location, the tester cannot guarantee that that acted on the exact required location, especially on a touchscreen with no visible mouse.

Finally, testing the system with no access to the code means that the test can not access internal data structures at the end of the test to check if they have the correct values. The tester might be able to observe on-screen or external state, but they have no visibility of the state changes internal to the software that occurred during the test.

ROLL YOUR OWN
A simple test framework can exercise test cases in your GUI. These test cases

The second step of the test suite shows the font size being changed.
can not be fully automated, because a human observer must confirm the appearance of the GUI. They allow the tester to run them in a reasonably efficient fashion, and they make it straightforward to ensure that one test run is consistent with the previous run.

There are two levels of testing that are of concern when you build a GUI. One is the low-level graphical operations accessible via a function call, for example drawing a line in a particular color. The second type of testing is where you want to simulate events that occur on the finished product. Much of this involves simulating mouse/touch events on the screen, or simulating external events such as changes to the analog or digital input lines. We will look at each of these situations in turn.

TESTING LOW-LEVEL GRAPHICS

In many modern GUIs, the low-level graphics primitives are provided by a graphics library, so the issue of testing this portion of the software may already be taken care of by the company providing the library. Even if you are using a well-established product, you may choose to write tests for some portions of it.

Of course, if you are creating and selling a library, then you need a test infrastructure to test the whole library, and being able to repeat the tests will be important at each release.

At www.panelsoft.com/GUItesting.htm you find an executable that runs a few simple tests of a button object. The executable runs on a Windows PC, and simulates the type of testing you can perform on an embedded GUI, using an RS232 port as a means of getting test information out of the system. Each step of the test performs some small change on the GUI and either the test code or the tester checks that the appropriate change has happened.

For almost all graphics projects, there are huge advantages to making the system work on a desktop computer as well as on the target. All commercial embedded GUI libraries support this arrangement. This applies to the final product code, but it also applies to the test code. The tests can be developed far more quickly on the PC with a simulated display. The completed tests are then run on the target system, which will uncover any problems that arise on the target that were not an issue on the PC.

The PC simulation and the target display should be pixel-for-pixel identical in theory, but you can still get bugs that occur on the target, but not on the PC. Problems with running out of memory or timing issues are possible sources of trouble. Also the PC is likely to be driven by a mouse, while the target may use a touchscreen. This difference might disguise some problems on the PC.

Guidelines confirm the button is in the correct position.

**STEP BY STEP**

The demo test does a few very simple checks on the functionality of the button object in the system under development, but for the purposes of this example, we are not concerned with whether the button is being fully tested. We are more concerned with exploring the test harness that makes it possible to manage lists of these tests. Once the harness is in place, it provides a home for tests to be added, for new features, or in response to bugs.

How the harness is coded will depend on the communications mechanism available, but a serial port is typical. At each step some test code is run and the tester is prompted to check the display for certain properties. The example test code tests a button object, and Figure 1 shows the state at the end of the first step, which simply tests the construction of a button object.

A step like this requires the tester to confirm that the button is visible and its text is readable. The test code will often check internal values. For example a call to the button’s `getText()` function could be checked to see if it returned the string “Press me”. The advantage of these checks is that they do not require any human interaction and so do not add to the test time.

Pressing ‘Return’ on the RS232 interface (probably using a terminal emulator program on a PC) will advance to the next step. Figure 2 shows this display after the tester has advanced to the next step. This step modified the font used in the object that has already been created. Changing the appearance in each small step allows the tester to observe if an operation that changes the object has the desired effect.

The level of detail of the instructions given to the tester will vary. One of the tricky things to check is the coordinate system. If this test places the button at position 52, 26, it’s desirable to measure the distance from the top, or left, of the display to the button. Even if the pixels were large enough to be individually counted, checking 52 of them would be tedious and error prone. One approach is to get the test code to draw a horizontal line 52 pixels from the top of the screen and then observe if the line is aligned with the edge of the object under test, as shown in Figure 3.

Of course drawing guidelines assumes that the lines will come out in the correct position. So this test would
catch a positioning bug that is specific to the button, but it would not catch the case where all x positions were incorrect by 3 pixels. In practice, you will want to do some position checks, but it is too labor intensive to add guidelines for every positioned object, and so once the coordinate system is tested enough to be considered trustworthy, the testing effort can move elsewhere.

If the test is initially run on a PC, a number of options are available, that might not be possible on the target. One is to do a screen capture and paste the screen into a drawing tool. Most drawing tools will report the position of the cursor as an x,y position and so you can measure the distance, in pixels, between any two points in the captured screenshot. Figure 4 shows an example using Paint Shop Pro.

Once you have done a screen capture, you also have the chance to zoom in to examine the details. This is especially useful if the screen is of high resolution and subtle details, like anti-aliasing at the edge of letters can not be easily seen with the naked (and sometimes aging) eye. Figure 5 shows how zooming in allows us an up close view of the anti-aliasing being applied. Part (a) shows no anti-aliasing. When this is rectified, part (b) shows the edges being anti-aliased. The color choices for the softening of the edges are not ideal, and this is due a limited color palette. If this is rectified in software, the changes to the edges of the letters would be quite subtle, and zooming would be vital to examine the change.

A typical PC simulation copies the target screen pixel for pixel. On some projects, I have modified the simulation to allow an option of doubling the number of pixels in the horizontal and vertical directions. This effectively is a 200% zoomed view of the target and can be very useful when examining the details.

CODE ORGANIZATION

A good test harness must make it easy to insert and remove tests. Each set of tests should be runnable independent of the last set, to allow them to be run in reasonable size chunks. For example, all of the button tests might be built as one executable, and so they can be run completely independent of the slider tests. This means that a problem with the button tests will not impact the slider tests. Within the suite of tests for button, sectioning the numbers as 1.1, 1.2, 1.3, and so forth, and then another section as 2.1, 2.2, etc., will allow a new test to be added without having to reorder every following test. In theory you could have used the rule that new tests must always be added at the end, but in practice, previous tests often set up the right state in which you can best run the new test, so the best place for a new test might be just after some closely related test that has set the right conditions.

There will often be a bit of code that must be run before or after each test—sometimes a function to refresh the display, or to flush all pending events is required. Also, during development, you want a lot of control over which tests are run and in what order. For example, if I am having trouble with test 4.16, I may want to run that test several times, making alterations each time, but I do not want to run every preceding test each time. To achieve this, I want to temporarily disable all the tests before 4.16. In some cases, I will want to keep any tests that set up the conditions required for test 4.16.

These requirements lend themselves to a structure where each test

Previous tests often set up the right state . . . the best place for a new test might be after some closely related test that has the right conditions.

The dimensions of the selection box are shown in the bottom border, which tells us that the top left corner of the button is in position 52, 26 on the simulated screen.

Figure 4
step is a function and a table of pointers to functions dictates the order in which they will be called. Commenting out some portions of the table allows a bunch of tests to be temporarily disabled. Part of the array might look like Listing 1.

Each function name in the list represents a step of the test. Note that the ButtonClick part requires two entries in the table. This is because the harness progresses to the next step each time the tester presses return and some tests require more than one press of the return key to check all parts. In this case there is a setup step and a check-at-end step. Most of the time, it is a purely semantic issue whether such setup and check pairs are considered to be two parts of one test or whether they are considered to be two tests that have a dependency on each other.

EVENT CHECKING
In the case of the button test, the reason two steps are required is that at the first step, the tester is prompted to click on (or touch) the button, and then on the second step the test code confirms if the tester did in fact click on the button. For this to work, the first step has to set up the button’s event handlers in such a way that the click is recorded in some boolean flag. In the second step, the flag is checked. If it is still false, the event never registered. Either the tester did not follow the instructions, or the event handling has a bug.

Creating false button presses is sometimes more challenging than you would think. If there are 10 buttons on the display, the test code may not have pointers to those objects.

If you run the demo executable, and if you do not click on the button when instructed, the next step will print a failure message. Because the event handler also prints a message to the serial port, the tester could have just observed that there was a response to the event. However checking a flag means that there is less reliance on the tester and therefore less opportunity for human error.

A similar approach should be taken to any other objects that the tester manipulates. If the tester is instructed to move a slider to its maximum, the tester can be instructed to check the on-screen value of the slider, and the test code can also query the internal stored value. Both checks are necessary to ensure the object is storing and displaying its value correctly.

THE BIG PICTURE
Most of the discussion so far has assumed that individual graphical objects are being tested. In many cases, the underlying objects are trustworthy, but the application logic needs to be tested. I generally use the same test harness to test the application, but instead of calling individual functions of the object’s interface, I fake mouse/touch events or eternal events that have an impact on the appearance of the interface, such as an alarm. Other external stimulation might be a varying analog signal that is being graphed on the GUI.

Simulating the external data sometimes means replacing a function such as readAnallog() function with code that accesses a table of test data instead of the analog hardware.

Creating false button presses is sometimes more challenging than you would think. If there are 10 buttons on the display, the test code may not have pointers to those objects. The only pointer to them might be inside the window, or group, object that contains them, and since that window contains many other objects, it might not be trivial to query the window for the specific button that you require.

In some cases, the creation order of the objects is known. For example, the test author might know that the fifth object created within a window is the button the required for the test. So the test code iterates through the list of buttons contained by the window until

Listing 1

typedef void (*TestFn)(void);  
TestFn TestList[] = {  
TestCreateButton,  
TestFontSize,  
TestButtonClck1,  
TestButtonClick2,  
NULL  
};
it reaches the fifth one. This approach is not entirely satisfactory, since minor changes to the order of construction will break the test.

Some libraries will allow you to seek a button without knowing the pointer. For example the PEG library allow an identifier, which is an integer, to be associated with any object. A find() function is available in the top level window, which will recursively search all windows to locate the object with the a matching identifier. This is better than the previous approach, but still has weaknesses. One is that the identifiers are not necessarily unique, so two buttons in two different windows might have the same identifier. The second problem is that it only locates objects that are on the display. The test code may need to access an object before it becomes visible, in order to alter some of its properties.

Another approach that doesn’t require pointers to the button objects, is to generate mouse/touch events at a low level, and the x, y position of those events is set to correspond to the position of the required button. This has the drawback that changing the position of a button means that the test might not work as expected.

While I would not recommend this method for all testing, there are some cases where generating low-level mouse/touch events are ideal. If you want to test what happens when you touch the edge of the button, specifying the x,y position allows you to simulate a user’s touch on an exact location that sits on the button’s border. Note that this is something that would be impossible for a human tester to do on a touchscreen, since the human finger is just not that accurate. Another example of a test that suits this method is where you simulate a press-down event inside the button and a release event outside the button.

If you plan for it early in the development cycle, the buttons and other objects required for testing can be registered with the test harness, using some enumeration type to index them in a table, which will make them always accessible to the test code. This registration step is often conditionally compiled code within the application itself. Adding code to the application in order to allow the test harness to work is not ideal, since it can make the build process more complex, but in this case it may be justified if it means that we get a clean mechanism for faking button events.

At this point you might be thinking that faking button presses might be more trouble than it is worth. If the tester has to press return at the end of each step, why not let the tester press the button on the GUI and avoid the need to generate button events from the test code. In practice, it would be very difficult to get the tester to follow an exact sequence of button presses. In many cases the test may require multiple buttons for one step—the intermediate states in the GUI may already have been tested, so the goal is to check the final state that resulted from many user events.

SHOWING ALL STRINGS
A test suite that displays all test strings is very useful, especially if the GUI is going to be translated into foreign languages. Each step of the test navigates to a different state, or changes some

---

Part (a) looks fine but changing the background colors in (b) reveals that the address field is too wide and overlaps with the neighboring icon.

![Part (a) looks fine but changing the background colors in (b) reveals that the address field is too wide and overlaps with the neighboring icon.](a)

![Part (a) looks fine but changing the background colors in (b) reveals that the address field is too wide and overlaps with the neighboring icon.](b)
external condition to display a string that has not been seen before. Of course, there are many strings that get seen at multiple steps of the test. The ‘OK’ string in one of your buttons might be visible at almost every test step. The serial port output of each step should identify which of the strings on the display have not already been viewed on a previous step.

Once you have a test that displays all strings, you can be confident that you will catch any strings that are too long to fit in the space allocated to them on the screen. When the product has been translated into a foreign language, the same test can be run to ensure that the translated strings do not overflow the areas that were sufficient in the English version.

If all translated strings can be generated in a simple list, I usually print out that list and tick off each string as it is viewed in the test, so that at the end, I can tell at a glance if there is a translated string that did not get tested.

**MEMORY MANAGEMENT**

Some GUI libraries use the heap and some do not. A major concern is whether use of the GUI library leads to any memory leaks. Letting a GUI run for days, and checking memory consumption occasionally, does not really stress the heap. If there is a memory leak, it is caused by the response to a particular event. So the key to testing the heap is to measure heap size and drive a sequence of events, and then at the end of that sequence, check if the heap has grown.

So the memory management test should start at some neutral state, where there are no outstanding events on the GUI. Then the test code should navigate through every screen, trigger every conceivable event, and then navigate back to its starting position. The external events may be things like alarms that cause a warning to popup on the display, or anything else that leads to GUI interaction.

When the test code arrives back at the starting state, there should be no partially processed events. Any windows that were opened should be closed. Any alarms that were raised should be cleared. At this point, the heap size should be exactly the same as it was at the start. If not, you should suspect a leak.

Be aware that in some designs objects will consume space the first time they are used. For example, the first time an alarm occurs, space might be allocated for the alarm message. All following occurrences then use that same piece of storage. So one sequence through the test will result in a heap that is bigger at the end than it was at the start. For this reason, I prefer to run this sequence twice. I ignore any heap growth on the first run of the test, but the second run should not cause any further growth.

If there is growth in the heap, this test may detect it, but it does not identify the exact cause. There is further discussion of how to pinpoint the cause of a memory leak in my “More on Memory Leaks” article.1

**LOGGING AND PACING**

Many types of applications lend themselves to test-by-log-file, where a test is stimulated and as the application performs actions, they are also logged to a file, or transmitted on a serial port. Generating the log file depends on the application including a logging feature, which might be conditionally compiled. Following the test, examination of the log file will indicate if the correct actions took place. This is particularly useful if the actions are difficult to observe externally. On a GUI, by definition, almost everything is visible externally and log files are not used very much.

There are a few cases where I have found logging revealed things that would have been difficult to spot on the display. A log file that records each item drawn on the display makes it possible to see the order in which they were drawn, and also if an item was drawn twice. It is not unusual to have a bug in a GUI that leads to part of the display being updated twice. Such a bug is relatively harmless, but it is a waste of CPU cycles to draw the same
items more than once. Since the final state of the GUI is the same, a tester might not spot this. However if a log file is examined and it states that certain items were drawn more than once then the problem can be identified.

Another way to detect the same style of problem is to deliberately slow down the GUI. Add a delay in some low-level drawing routine and the whole GUI will move in slow motion. You will see the display being gradually built up as different elements are drawn. If an item is drawn, then erased, and then drawn again, you will see this happen.

Another common flaw that is exposed by this technique is where one component is drawn but then completely covered by some overlapping objects. Since there was no benefit in drawing the elements that get covered, the software could be optimized to remove that step.

A second method for slowing down the GUI is to disable the clock that drives the on-screen events. Each time the tester presses return, the clock is advanced a few ticks. I have found this very useful when testing waveforms that are tracking some analog input, such as an oscilloscope display. Running at full speed, it is difficult to observe the changes from one tick to the next. By freezing the clock, the waveform can be observed as it advances from one sample to the next on each press of the return key.

### BORDER CROSSINGS

The alignment of objects and whether they overlap is often only visible if the borders of the object are visible. In many cases those borders are deliberately invisible. For example a piece of text will often not show its bounding box. A bitmap can use the background color so that it floats on the background instead of appearing as a rectangle.

For test purposes, seeing those boundaries is important if we want to ensure objects do not overlap. Fields that vary in length, such as names and addresses entered by the user, might look OK when the data is short, but cause problems if the field is filled completely. Figure 6 illustrates this as one of the text fields will overlap with an icon if the text field is completely filled.

Changing a few of the background colors in a test build will often make these issues visible. You do not want to scatter conditionally compiled background definitions throughout your code. However, if all of your color definitions are arranged in one header file, changing the definition of the most common window background may show up most of the objects of interest.

### BUGS VERSUS TASTE

One of the challenges of interpreting test failures is distinguishing between outright bugs and issues that might be open to interpretation or taste, such as usability issues. One tester might consider a screen to be perfect while another tester might consider it difficult to read because of font size or difficult to understand because of poorly worded text. Other usability issues such as size or position of buttons may also be open to debate. These subjective failures may be rejected by developer on the grounds that the software was still meeting its explicit requirements.

It is important to have a process in place that allows these issues to be resolved. The process might state that no usability issues are to be addressed at the test phase, or it might state that the project leader will arbitrate if the tester and developer cannot agree if a particular test has failed, or you could hand all power to the tester and allow him to fail any test where he thinks the look of the GUI might not meet customer expectations. As long as the process is understood by all sides, it can avoid endless debate between developers and testers.

### FIRST IMPRESSIONS, LASTING IMPRESSIONS

Testing the visual elements of your GUI is vital because the GUI forms the customer’s first impression of the product and any quality issues in the GUI will be interpreted as quality issues for the whole product. Different areas of software will always require some tweaking of the test methods employed to maximize the number of bugs caught, and hopefully some of the techniques shown here will help you track down a few extra GUI bugs.

Niall Murphy has been designing user interfaces for over 14 years. He is the author of Front Panel: Designing Software for Embedded User Interfaces. Murphy teaches and consults on building better user interfaces. He welcomes feedback and can be reached at nmurphy@panelsoft.com. His web site is www.panelsoft.com.

### ENDNOTES:

Blackberry Storm has some good qualities, and some not so good.

The imaging and telephony functions were up to snuff. The UI left a little to be desired.

The BlackBerry Storm came out not too long after I purchased my Blackberry Curve. Like lots of the latest consumer electronics devices, you’re always hesitant to jump in and make a purchase, because you know your device will be trumped by something cooler in a very short time.

That was the case with my Curve, but not exactly. Shortly after I acquired my Curve, the Storm crossed my desk, as the object of a Tear Down. My first inclination with a Tear Down is to try the device out for a while, to get a feel for the user experience. In this case, it was to see what I was missing out on.

To my surprise (and delight), I found out that the Storm doesn’t have a better user experience. In fact, I like my Curve better. The biggest reason for that is the touch interface that accompanies the Storm. I found it quite difficult to press the right buttons. I may have big fingers, but they’re not so big that I should have that much trouble with the interface.

Being the engineer that I am, I decided not to let that one design flaw completely ruin the user experience, although it was hard to get...
passed that point. I found that as a telephone, the Storm worked really well. And that's an important component, although I use the phone more for e-mail and texting than I do as a phone (nobody calls anybody anymore, do they?).

The second feature I found to be quite attractive was the imaging quality, both for still images and for video. So that’s where my Tear Down started. I wanted to find out what was the cause of those qualities that I found to be so appealing.

The sensor that’s in the BlackBerry Storm is from OmniVision Technologies, the OV3647. It’s a low-power, low-cost CMOS image sensor. Containing a parallel interface as well as a mobile digital display interface (MDDI), the sensor has a resolution of 3 M pixels running at 15 frames/s. It has embedded phase-locked loop (PLL) and can be embedded into a module that’s 7 by 7 by 5 mm, as is the case in the Storm. It has an embedded 1.5-V regulator for operation at full power, but the core power is about 1.4 V.

The OV3647, which is related to the sensor in RIM’s Blackberry Curve handset (the OV2640), supports a raw RGB output format, image sizes of QV-XGA and XGA, and has a programmable frame rate. Image quality controls like lens correction, auto exposure, auto gain, auto balance, and defect pixel canceling help enhance the images, along with support for LED and flash-strobe mode.

One of the unique features of the OV3647 is that it contains Qualcomm’s proprietary MDDI. This is a key differentiator because it provides a proven solution for the interconnect challenge provided by the hinge in a flip (clamshell) phone. This reduces the wire cost, and ultimately reduces the overall system cost.

According to the engineers at OmniVision, the interface also helps reduce the EMI in the differential signaling protocol. This, in turn, eliminates the need to use a parallel port where you’ve got eight data bits swinging at 1.8 V with a clock and two syncs signals.

While the Storm obviously doesn’t employ a clamshell design, the EMI is reduced nonetheless. Qualcomm supports MDDI on most of its newer chip sets. Hence, it gives OmniVision easier entry into a Qualcomm design.
While the phone was designed by RIM, the designers at OmniVision were involved in integrating the sensor into the handset. This process occurred about 18 months ago.

While it’s obviously a hardware integration, there were some software issues that OmniVision had to iron out with RIM, like which settings should be used. OmniVision’s applications team worked hand in hand with RIM to get the best image quality, resolution, etc. That led to OmniVision doing some scripting for the Storm and tuning the image parameters, like the lens correction and the defect correction, so the image looks the best regardless of temperature. The OmniVision developers also had to ensure that they provided the modes for all image sizes.

THE MAKINGS OF A WORLD PHONE

The power amplifier (PA) in the Storm is a Wideband CDMA HSPA UMTS model, the AWT6241, from Anadigics. The device provides the amplification for the phone’s 3G mode. This particular model is a world phone that runs on Verizon’s CDMA network in the U.S. It enters roaming mode while in Europe, taking advantage of a GSM/EDGE power amplifier.

RIM chose the AWT6241 because of its high efficiency and high output power. The device is part of Anadigics’ third-generation High-Efficiency, Low-Power (HELP3) product line. It’s real claim to fame is its low quiescent current and the high efficiency at backed-off power. The result is a longer battery life, which is essential in a device like that Storm that contains a touch screen, a web browser, an e-mail client, and lots of other bells and whistles.

“For the IMT band, the 6241 is compatible with the Qualcomm chip set which is really the heart and soul of the Storm,” says Bruce Webber, director of marketing for Anadigics’ wireless products. “Sometime next year, we’ll have our fourth generation HELP parts, which offer even further improvements in efficiency and quiescent current.”

Note that in the design of a handset, there are some shortcuts you can take, and others you should avoid. Handsets are obviously space-constrained, and designers would prefer to use a single-sided board rather than a double-sided board.

Webber says, “One of the things we’ve seen is that the continuing drive to reduce board area and BOM costs is causing people to leave out matching components. They’ll try to do a one- or two-component match and sometimes that’s not ideal. You need to leave yourself enough flexibility to match the power amp to the duplexer that’s selected for best power output efficiency. Otherwise you can end up having problems with linearity or even oscillation under some circumstances.”

Anadigics provides reference designs for many of its parts. And the company is quick to point out that designers shouldn’t get too hung up on saving components at the expense of good matching between the components and the RF subsystem. Because that’s where you can achieve the high efficiency, good linearity, and low spurious emissions, while simultaneously resulting in good RF performance.

“The end user might not be aware of all the stuff that goes on inside, but they certainly know when a call gets dropped,” adds Webber.
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I image the Bible is the most-quoted book of all time. My parents would paraphrase a parable or cite a verse to make a point or correct our behavior. The nuns at St. Camillus did, too, and a sure way to curry favor with them was to quote chapter and verse. Even the most secular couples often use 1 Corinthians 13 in their weddings.

The world abounds in aphorisms that convey wisdom to the young, although that advice is usually ignored. Many aphorisms are by unknown authors: “A stitch in time saves nine” (although anyone who has repaired a sail knows that one stitch can actually save 9,000), “People who live in glass houses shouldn’t throw stones.” And many witty people have contributed their own, like this gem from Mae West: “Lead me not into temptation; I can find the way myself.”

Pithy quotes and aphorisms can entertain and instruct. Often they do both.

Engineers can turn a clever phrase as well as Mae West. I’ve collected quips that relate, sometimes unintentionally, to development for many years. Here’s some of the best:

- Testing by itself does not improve software quality. Test results are an indicator of quality, but in and of themselves, they don’t improve it. Trying to improve software quality by increasing the amount of testing is like trying to lose weight by weighing yourself more often. What you eat before you step onto the scale determines how much you will weigh, and the software development techniques you use determine how many errors testing will find. If you want to lose weight, don’t buy a new scale; change your diet. If you want to improve your software, don’t test more; develop better. —Steve McConnell

- Programming can be fun, so can cryptography; however, they should not be combined. —Charles Kreitzberg and Ben Shneiderman

- The sooner you start to code, the longer the program will take. —Roy Carls

- Our developers never release code. Rather, it tends to escape, pillaging the countryside all around. —The Enlightenment Project

- Perl is the crystal meth of programming: it’s so incredibly useful when you need to do a large amount of work in a small amount of time that you tend to overlook the fact that it’s basically precipitating the implosion of your vital organs. —Dan Martinez

- Programmers are the tools for converting caffeine into code. —Unknown

- If you lie to the compiler, it will get its revenge. —Henry Spencer

- There are only two industries that refer to their customers as users. —Edward Tufte

- Einstein argued that there must be simplified explanations of nature, because
God is not capricious or arbitrary. No such faith comforts the software engineer.
—Fred Brooks, Jr.

To iterate is human, to recurse divine.
—L. Peter Deutsch

Good judgment comes from experience, and experience comes from bad judgment.
—Fred Brooks

There are two ways to write error-free programs; only the third works.
—Alan J. Perlis

When Leo Tolstoy wrote *Anna Karenina*, he could have been thinking about cubicles: “there are no conditions of life to which a man cannot get accustomed, especially if he sees them accepted by everyone around him.”
—Leo Tolstoy

The real value of tests is not that they detect bugs in the code but that they detect inadequacies in the methods, concentration, and skills of those who design and produce the code.
—C.A.R. Hoare

The most important single aspect of software development is to be clear about what you are trying to build.
—Bjarne Stroustrup

Most of you are familiar with the virtues of a programmer. There are three, of course: laziness, impatience, and hubris.
—Larry Wall

I did say something along the lines of C makes it easy to shoot yourself in the foot; C++ makes it harder, but when you do, it blows your whole leg off.
—Bjarne Stroustrup

There are two ways of constructing a software design. One way is to make it so complicated that there are no obvious deficiencies. And the other way is to make it so complicated that there are no obvious deficiencies.
—C.A.R. Hoare

Any fool can use a computer. Many do.
—Ted Nelson

Trying to outsmart a compiler defeats much of the purpose of using one.
—Brian W. Kernighan and P. J. Plauger

UNIX is simple. It just takes a genius to understand its simplicity.
—Dennis Ritchie

When Leo Tolstoy wrote *Anna Karenina*, he could have been thinking about cubicles: “there are no conditions of life to which a man cannot get accustomed, especially if he sees them accepted by everyone around him.”

The real value of tests is not that they detect bugs in the code but that they detect inadequacies in the methods, concentration, and skills of those who design and produce the code.

An organization that treats its programmers as morons will soon have programmers that are willing and able to act like morons only.
—Bjarne Stroustrup

Theoretically, software is the only component that can be perfect, and this should always be our starting point.
—Jesse Poore

Putt’s Law: Technology is dominated by two types of people—those who understand what they do not manage and those who manage what they do not understand.

An organization that treats its programmers as morons will soon have programmers that are willing and able to act like morons only.
—Bjarne Stroustrup

If the code and the comments disagree, both are probably wrong.
—Norm Schryer

Always code as if the guy who ends up maintaining your code will be a violent psychopath who knows where you live.
—Damian Conway

Documentation is a love letter that you write to your future self.
—Damian Conway

If you think good architecture is expensive, try bad architecture.
—Brian Foote and Joseph Yoder

Theory is when you know something, but it doesn’t work. Practice is when something works, but you don’t know why. Programmers combine theory and practice: nothing works and they don’t know why.
—Unknown

If the code and the comments disagree, then both are probably wrong.
—Unknown

Those who want really reliable software will discover that they must find means of avoiding the majority of bugs to start with, and as a result, the programming process will become cheaper. If you want more effective programmers, you will discover that they should not waste their time debugging, they should not introduce the bugs to start with.
—Edsger Dijkstra

In theory there is no difference between theory and practice. In practice there is.
—Yogi Berra

For a successful technology, honesty must take precedence over public relations for nature cannot be fooled.
—Richard Feynman

One of the main causes of the fall of the Roman Empire was that, lacking zero, they had no way to indicate successful termination of their C programs.
—Robert Firth

Hofstadter’s Law: It always takes longer than you expect, even when you take into account Hofstadter’s Law.
PHP is a minor evil perpetrated and created by incompetent amateurs, whereas Perl is a great and insidious evil, perpetrated by skilled but perverted professionals.

—Jon Ribbens

If you want a girlfriend, avoid working in the computer games industry like the plague. If you work seven days a week, 15 hours a day for almost two years, with barely enough time for a pint, you have no time whatsoever for relationships. Plus computer-games makers are regarded as being about as hip and cool as abattoir workers.

—Toby Gard

Your problem is another’s solution; your solution will be his problem.

—Unknown

Embedded lines of code are growing 26% annually but developers are increasing by 8%.

—Venture Development Corporation

Productivity can decrease by as much as 25% when workers put in 60+ hour weeks for a prolonged time. And, turnover is nearly three times higher among workers who work extended hours. Absenteeism among companies with extended hours is more than twice the national average.

—Reworded from Circadian Technologies Shiftware Practices 2005 survey

There’s a fine line between being on the leading edge and being in the lunatic fringe.

—Frank Armstrong

Two things are infinite: the universe and human stupidity; and I’m not sure about the universe.

—Albert Einstein

Some people, when confronted with a problem, think I know, I’ll use regular expressions. Now they have two problems.

—Jamie Zawinski

The most amazing achievement of the computer software industry is its continuing cancellation of the steady and staggering gains made by the computer hardware industry.

—Henry Petroski

One test is worth a thousand opinions.

—Unknown

If the lessons of history teach us anything it is that nobody learns the lessons that history teaches us.

—Unknown

The trouble with the world is that the stupid are cocksure and the intelligent are full of doubt.

—Bertrand Russell

Debugging is like alien abduction. Large blocks of time disappear, for which you have no explanation.

—Unknown

Most software today is very much like an Egyptian pyramid with millions of bricks piled on top of each other, with no structural integrity, but just done by brute force and thousands of slaves.

—Alan Kay

If builders built buildings the way programmers wrote programs, then the first woodpecker that came along would destroy civilization.

—Gerald Weinberg

Ugly programs are like ugly suspension bridges: they’re much more liable to collapse than pretty ones, because the way humans (especially engineer-humans) perceive beauty is intimately related to our ability to process and understand complexity. A language that makes it hard to write elegant code makes it hard to write good code.

—Eric S. Raymond

Let us change our traditional attitude to the construction of programs. Instead of imagining that our main task is to instruct a computer what to do, let us concentrate rather on explaining to human beings what we want a computer to do.

—Donald Knuth

The most unsuccessful three years in the education of cost estimators appears to be fifth-grade arithmetic.

—Norman R. Augustine

I love deadlines. I like the whooshing sound they make as they fly by.

—Douglas Adams

In handling resources, strive to avoid disaster rather than to attain an optimum.

—Butler Lampson

There are various reasons that software tends to be unwieldy, but a primary one is what I like to call “brittleness”. Software breaks before it bends, so it demands perfection in a universe that prefers statistics.

—Jaron Lanier

People tend to overestimate what can be done in one year and to underestimate what can be done in five or ten years.

—Joseph Licklider

Code generation, like drinking alcohol, is good in moderation.

—Alex Lowe
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